POTENTIAL CUSTOMER ANALYSIS USING K-MEANS WITH ELBOW METHOD
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Abstract

This study aims to obtain cluster data of potential customers using the K-Means clustering approach supported by the elbow method to determine the correct number of clusters. The data sample that was processed was 100 customer data from a minimarket containing three criteria (gender, age, and purchase retention). The number of initial clusters is determined as 5 and then processed by calculating K-Means. The calculation of the SSE value in the K-Means process produces the lowest SSE value, and the sharpest elbow angle graph visualization is in cluster 4. So, it can be stated that the best number of clusters in this K-Means calculation is four (4) which are used as material for further analysis. Then the analysis results of four (4) clusters state that potential customers are those with high purchase retention, consisting of female customers who dominate in the three (3) clusters. Most potential female customers are customers with an age range above 35 years. Meanwhile, customers with less potential are spread across each cluster with varied gender and age but are not dominant. Thus, this knowledge can be used as a consideration for the management in determining the right promotion strategy.
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I. INTRODUCTION

Potential customer data is essential knowledge for every business owner, which is one of the considerations for the accuracy of promotional strategies [1], [2]. Potential customer knowledge can be extracted by extracting customer data by determining supporting criteria [3], [4]. One of the knowledge extraction methods that can be applied in this study is K-Means clustering which functions to group data that has close characteristics that produce several clusters [5]–[8]. These clusters can be analyzed by observing the results of the segmentation and distribution of datasets based on predetermined criteria [7], [8].

However, K-Means has a weakness in determining the number of clusters generated, where not all the resulting clusters follow the analysis’s needs [5]. Thus, K-Means needs to be supported by the Elbow method or SSE value which serves to determine the accuracy of the clusters formed because not all clusters are according to the needs of analysis [5], [9], [10]. How the Elbow method works are to calculate each cluster’s SSE value. The smallest value of SSE as a benchmark for a cluster is designated the best. This lowest SSE value forms an elbow angle that is on the X and Y axes, where the X axis represents the recommended number of clusters [5], [9]–[11].

Data analysis using K-Means has been done in many previous studies. K-Means is one of the popular algorithms in the clustering method that can present knowledge extraction in the form of clusters from a set of data-sets based on predetermined criteria [5], [9], [11], [12]. K-Means Clustering is used in analyzing data in various fields, one of which is in research [13] applying K-Means to identify the best customer profile. Research [14] applies clustering to obtain image segmentation, while research [15] applies K-Means in Customer Relationship Management (CRM). Research [16] applies K-Means to text analysis in the field of public opinion. In general, K-Means Clustering can meet and provide solutions for data analysis needs that result in the extraction of new knowledge related to the criteria and analysis needs of the issues raised.

Research on improvising K-Means with the Elbow method has been carried out in several studies. Including research [17] introducing the elbow method to improve K-Means. Research [18] also applies the Elbow method, which supports determining the value of K. The same was done in research [19] by adding the firefly algorithm. Likewise, the study [20] used Sum Squared Error (SSE) to improve the performance of the Elbow method. Thus, the Elbow method is quite effectively applied to improvise K-Means to produce more distinct clusters.

Thus, this study uses the K-Means clustering approach, supported by the Elbow method, to provide recommendations and considerations for management in identifying potential customers to support management decisions in implementing new policy steps to develop the business. The research was conducted using a case study model involving a sample data-set from one of the mini-markets. At the same time, the calculation process produces clusters, segment graphs, Sum Squared Error (SSE) values, and Elbow graphs.
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This research method emphasizes three (3) essential stages, namely grouping data with K-Means, updating clusters based on consideration of the highest SSE value/sharpness of the angle of the Elbow graph, and analysis of potential customers. The stages of the research method are depicted in Figure 1.

**Figure. 1: Research Methods**

### A. K-Means Process

The K-Means process begins by determining the centroid \( (K = n) \). In the second step, determine the center of the centroid randomly. In the third step, measure the distance Euclidean distance with the formula (1) following:

\[
\sqrt{(x_1 - x_2)^2(y_1 - y_2)^2}
\]  

(1)

The measure of the distance or inequality between the \( i \) object and the \( j \) object, symbolized by \( d_{ij} \) and \( k = 1, \ldots, p \). The Value of \( d_{ij} \) is obtained by calculating the distance of the Euclidean square as formula (2):

\[
d_{ij} = \sqrt{\sum_{k=1}^{p} (x_{ik} - x_{jk})^2}
\]  

(2)

Following:
- \( d_{ij} = \) Euclidean Square Distance between object \( i \) and object \( j \),
- \( p = \) Number of cluster variables,
- \( x_{ik} = \) Value or data from the \( i \) object in the \( k \) variable,
- \( x_{jk} = \) Value or data from the \( j \) object in the \( k \) variable.

The fourth step is grouping data based on the minimum distance. The fifth step is repositioning the centroid, if the cluster is stable, then it stops, but if the cluster is unstable, then the distance calculation process is repeated.

### B. Elbow Method / SSE Value

The K-Means process produces SSE values and an Elbow graph, where the lowest SSE value and the sharpest Elbow angle graph determine the best cluster value. The SSE formula can be described as Formula (3):

\[
SSE = \sum (y_i - \hat{y}_i)
\]  

(3)
Where:
\[ y_i = \text{the observation value of the dependent variable for the } i \text{ observations}. \]
\[ \hat{y}_i = \text{calculated Value of the dependent variable for the } i \text{ observations}. \]

The next step is eliminating clusters unrelated to the analysis and maintaining as many clusters as the number of clusters generated from the elbow method.

**C. Data Analysis**

The last step is to analyze the results of the cluster according to the grouped data. It is the extraction of knowledge resulting from the analysis of research data.

**II. RESULT AND DISCUSSION**

This section describes the results of calculating K-Means using the Elbow method from 100 data-sets with three (3) criteria, including Gender, Age, and Purchase retention, which have been normalized. The clusters formed amounted to 5, then reviewed the resulting SSE value. Based on the resulting SSE value (Table I), the lowest average value of SSE is in Cluster 4 at 65.4. Likewise, the resulting Elbow graph (Figure 2) produces the sharpest angle in cluster 4. Thus, the best cluster in this test is 4.

<table>
<thead>
<tr>
<th>Cluster Number</th>
<th>SSE Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>238.2</td>
</tr>
<tr>
<td>2</td>
<td>186.7</td>
</tr>
<tr>
<td>3</td>
<td>134.9</td>
</tr>
<tr>
<td>4</td>
<td>65.4</td>
</tr>
<tr>
<td>5</td>
<td>101.9</td>
</tr>
</tbody>
</table>

Figure 2: Elbow Method Graph

After that, four (4) clusters were formed, which had good distribution and eliminated the highest SSE value. Then the four (4) clusters selected are cluster-2 which has two (2) segments; cluster-3, which has three (3) segments; cluster-4, which has four (4) segments; and cluster-5, which has five (5) segments. Each cluster is described in Figure 3, 4, 5, and 6.
Figure 3: Cluster-2 Segmentation Map

Figure 4: Cluster-3 Segmentation Map
The next step is to continue analyzing cluster results by placing the data-sets into clusters formed to gain knowledge about potential customers. Table II describes the data groups in each segment in the cluster based on age, gender, and purchase retention criteria. By reviewing the cluster distribution, the criteria, and the number of item-set for each segment, several potential customer analyses have been produced as follows:

- Three clusters provide information that most customers are women of varying ages, including cluster-1 65%, cluster-2 50%, and cluster-4 50%.
- Cluster-3 provides information that most potential female customers are customers with an age range above 35 years. Meanwhile, potential male customers are with an age range of over 35 years.
- Four clusters provide information that non-potential customers do not dominate in each cluster but exist in each cluster.
- Potential customer analysis
III. CONCLUSION

This research resulted in knowledge extraction for potential customers with the K-Means approach, which was enhanced by the Elbow method to get a more distinct cluster. This study resulted in four (4) clusters of potential customers with data distribution according to the proximity of three (3) criteria: age, gender, and purchase retention. The analysis of potential customer knowledge generated includes, among other things, that women of varying ages dominate the potential customers. However, the more dominant is the age range above 35 years. Potential male customers are those with an age range above 35 years. Based on the processed data, no potential customers dominate in the cluster, but the distribution is in all clusters. Thus, the results of this analysis can be used by management in determining promotional strategies for customers to make them more targeted. Future research can develop this analysis by adding criteria, and the data or methods can be compared or hybridized with other methods to develop potential customer analysis.
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